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THE READ-BAJRAKTAREVIĆ FUNCTIONAL ON A
HARDY-ORLICZ SPACE

WALDO ARRIAGADA

Wenzhou-Kean University

Department of Mathematics, Wenzhou-Kean University, 88 Daxue, Ouhai, Wenzhou, Zhejiang
Province, China, 325060

E-mail: warriaga@kean.edu

In this talk we examine the existence of complex local fractal functions in a particular Hardy–
Orlicz class. A local fractal function is the fixed point of the Read-Bajraktarević functional. The
graph of the fixed point is the attractor of a determined iterated function system (IFS), whose
construction is fairly standard. However, local fractal functions of the Hardy–Orlicz class enjoy of
a few particular properties stemming from the complex conjugation. For example, both the fixed
point and its graph are real in a precise sense. This is reflected as an embedding of the realified
attractor of the induced complex iterated function system (CIFS) in the product [1, 1] × R. We
provide a characterization of this type of IFS via an integral version of the Read-Bajraktarević
operator which appeared recently in the literature. The construction of the associated CIFS in this
case requires of a local mean value theorem for holomorphic functions, which dates back to 1965.

REFERENCES
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ON A FUZZY LOGIC BASED APPROACH TO THE
VALUE OF INFORMATION IN OPTIMAL CONTROL
UNDER UNCERTAINTY

SVETLANA ASMUSS, OLGA GRIGORENKO, DMITRY GROMOV

University of Latvia

Jelgavas street 3, Riga LV-1004, Latvia

E-mail: svetlana.asmuss@lu.lv, olga.grigorenko@lu.lv, dmitry.gromov@lu.lv

Information has an economic value because it enables decision makers to make better decisions
than they could make without it. The concept of Value of Information (VoI) is based on the
information theory and was initially introduced in the late 60s [1; 2] (see also [3]) and later developed
in a series of works (e.g., see [4]). It constitutes a quantitative instrument to assess decisions under
uncertainty related to the procurement of information. Specifically, VoI makes it possible to evaluate
the profit from obtaining new information against the background of its current level.

Although VoI has become increasingly popular in recent decades (e.g., [5], [6], [7]), the classical
approach has its drawbacks. Its applicability can be severely restricted in situations where stochastic
modelling of the problem is difficult or infeasible (probability does not exist due to the nature of
the problem). To overcome this difficulty, we propose an alternative approach based on fuzzy logic.

We develop a systematic framework for fuzzy modelling of uncertainties for decision-making,
focused on further development of the theory of VoI with applications in ecological management.
This includes analysis of VoI for related optimal control problems, as well as the development of
decision-making procedures for assessing the need of acquiring new information.

The purpose of this talk is to introduce conference participants to the project “A fuzzy logic based
approach to the value of information estimation in optimal control problems under uncertainty with
applications to ecological management,” which is one of the research directions implemented at the
Department of Mathematics of the University of Latvia in 2025–2027.

Acknowledgements. This research is funded by the Latvian Council of Science, project No. lzp-
2024/1-0188.
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MULTIPLE COEXISTING OSCILLATORS

S. ATSLEGA1,2, F. SADYRBAEV1,3

1 Institute of Mathematics and Computer Science, University of Latvia, Rainis boul. 29, Riga,
LV-1459
2 Latvia University of Life Sciences and Technologies, Liela Street 2, Jelgava, LV-300
3 Daugavpils University, Parades street 1, Daugavpils, LV-5401

E-mail: svetlana.atslega@mii.lv; felix@latnet.lv

The theory of nonlinear oscillators is an important part of the theory of ordinary differential
equations. It has multiple applications in various fields of science. A single second order nonlinear
differential equation can contain several coexisting oscillators in the form of period annuli. The
trivial period annuli are central regions with an equilibrium of the type center. Of special interest
are nontrivial period annuli that are characterized by more than one critical point inside. Oscillatory
properties of equations containing multiple period annuli are studied. First, the results on the
existence and location of period annuli in autonomous equations are formulated. The influence of
damping terms and external periodic forces on the oscillatory properties of solutions in period annuli
is in focus. The irregular behavior of solutions is recognized. Further perspectives are discussed.

REFERENCES

[1] S. Atslega, O. Kozlovska and F. Sadyrbaev. On Period Annuli and Induced Chaos. WSEAS Transactions on
Systems. 23, Art. 17, 149–156, 2024.
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STRUCTURE-PRESERVING LEARNING OF
DYNAMICAL SYSTEMS WITH DIMENSIONALITY
REDUCTION

JĀNIS BAJĀRS, DĀVIS KALVĀNS, DMITRY GROMOV

Department of Mathematics, University of Latvia

LU Akadēmiskais centrs, Jelgavas iela 3, R̄ıga, LV-1004, Latvia

E-mail: janis.bajars@lu.lv,davis.kalvans@lu.lv,dmitry.gromov@lu.lv

Due to the considerable success of the development and application of structure-preserving nu-
merical integrators [1], in recent years, great attention has also been given to the development of
structure-preserving learning methods of dynamical systems [2; 3; 4], either by preserving structural
properties of the dynamical system’s equations or geometric properties of the dynamical system’s
flow. In particular, symplecticity-preserving neural networks such as SympNets have been proposed
in [2] to learn the flow of a symplectic Hamiltonian dynamics, such that in the spirit of symplectic
numerical methods, qualitatively better long-term predictions can be obtained.

Learning high-dimensional problems still poses a significant computational challenge. To improve
computational efficiency, we have proposed learning with structure-preserving dimensionality reduc-
tion [4], such as the proper symplectic decomposition (PSD) [5], to preserve the inherent geometric
property of the system when learning Hamiltonian dynamics. In addition, we have extended our
results in [4] by deriving a symplecticity-preserving unconstrained parametrization of symplecticity-
preserving dimensionality reduction matrices. With this unconstrained parametrization, symplectic
dimensionality reduction can be learned simultaneously with learning Hamiltonian dynamics in the
dimension-reduced phase space. Obtained numerical results demonstrate more accurate long-term
predictions compared to learning dimension-reduced dynamics with fixed prescribed PSD solution.

Acknowledgements This research is funded by the Latvian Council of Science, project “Develop-
ment of structure- and data-driven methods for analysis and control of complex dynamical systems”,
project No. lzp-2024/1-0207.
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[2] P. Jin, Z. Zhang, A. Zhu, Y. Tang and G.E. Karniadakis. SympNets: Intrinsic structure-preserving symplectic
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[3] J. Bajārs. Locally-symplectic neural networks for learning volume-preserving dynamics. Journal of Computational
Physics. 476, 111911, 2023.

[4] J. Bajārs and D. Kalvāns. Structure-preserving dimensionality reduction for learning Hamiltonian dynamics.
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DISCRETE STURM–LIOUVILLE PROBLEM WITH
TWO-POINT NONLOCAL BOUNDARY CONDITION
AND NATURAL APPROXIMATION OF A DERIVATIVE

K. BINGELĖ1 and A. ŠTIKONAS2

1Vilnius Gediminas Technical University

Saulėtekio al. 11, LT-10223 Vilnius, Lithuania
2Institute of Applied Mathematics, Vilnius University

Naugarduko str. 24, LT-03225 Vilnius, Lithuania

E-mail: kristina.bingele@vilniustech.lt; arturas.stikonas@mif.vu.lt

We investigate SLP with one classical Dirichlet Boundary Condition (BC) or Neumann BC:

−u′′ = λu, t ∈ (0, 1), λ ∈ C, (1)

u(0) = 0 or u′(0) = 0, (2d, n)

and another two-points Nonlocal Boundary Condition (NBC)

u(1) = γu(ξ), u′(1) = γu′(ξ), u(1) = γu′(ξ) or u′(1) = γu(ξ), (31,2,3,4)

where NBC’s parameter γ ∈ R and ξ ∈ [0, 1].
We introduce a uniform grids in [0, 1]: ωh = {tj = jh, j = 0, n}, ωh = {tj = jh, j = 1, n− 1}

with stepsizes hj ≡ h and ωh1/2 = {tj+1/2 = (tj + tj+1)/2, j = 0, n− 1} with stepsizes hj+1/2 =

tj+1/2 − tj−1/2 ≡ h. Additionally, we use a nonuniform grid ωh1/2 = ωh1/2 ∪ {t−1/2 = 0, tn+1/2 = n}
where stepsizes h1/2 = t1/2−t−1/2 = h/2, hn+1/2 = tn+1/2−tn−1/2 = h/2. We make an assumption

that ξ = m/n is located on the grid ωh. We approximate differential SLP (1)—(3) by the discrete
SLP, using natural approximation of derivative δ:

−δ2U = λU, t ∈ ωh, λ ∈ Cλ, (4)

U0 = 0 or (δU)0 = 0, (5d, n)

Un = γUm, (δU)n = γ(δU)m, Un = γ(δU)m or (δU)n = γUm, (61,2,3,4)

We investigate discrete SLP and analyze how complex eigenvalues of this problem depend on the
parameters of the two-points NBC. Some results for the both SLP were presented in [1; 3].

REFERENCES

[1] K. Bingelė, A. Bankauskienė and A. Štikonas. Investigation of spectrum for a Sturm-–Liouville problem with with
two-point nonlocal boundary conditions. Math. Model. Anal. 25, (1):53–70, 2020.

[2] A.A. Samarskii and E.S. Nikolaev. Numerical Methods for Grid Equations. Birkhäuser Verlag, Basel, Boston,
Berlin, 1989. (Vol. I, Iterative Methods; Vol. II, Direct Methods).

[3] K. Bingelė and A. Štikonas. Investigation of a Discrete Sturm–Liouville problem with Two-Point Nonlocal Bound-
ary Condition and Natural Approximation of a Derivative in Boundary Condition. Math. Model. Anal. 29,
(2):309–330, 2024.
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FROM CHURN INSIGHTS TO SUSPICION-BASED
FRAUD DETECTION IN TELECOM

ANDREJ BUGAJEV, VIKTORAS CHADYŠAS AND RIMA KRIAUZIENĖ

Vilnius Gediminas Technical University

Saulėtekio al. 11, LT-10223 Vilnius

E-mail: andrej.bugajev@vilniustech.lt

ABSTRACT

Telecom fraud detection is often framed as a binary classification problem – users are either “fraudulent” or
“legitimate.” Yet, for Mobile Virtual Network Operators (MVNOs), incomplete network visibility (especially limited
CDR data), evolving fraud tactics, and inconsistent data availability makes a fully labeled fraud dataset practically
unachievable.

In this talk, we first outline our recent research on telecom churn [1], where we employed a sliding-window approach
to capture concept drift over time. We then draw parallels between churn and fraud prediction tasks, underscoring
the additional complexities of fraud labeling:

• Data Limitations: MVNOs often track only outbound calls, narrowing the range of features for potential fraud
indicators.

• Label Ambiguity: Fraudulent behavior is difficult to prove, making it hard to label as “legitimate” or “fraudu-
lent”.

• Dynamic Patterns: Fraud schemes (e.g., tariff plan abuse) evolve rapidly, further complicating a static labeling
process.

Given these constraints, we propose stepping back from labeling outright fraud and instead focusing on identifying
suspicious behavior. By creating a series of dataset snapshots over time – analogous to our sliding-window approach
for churn – we can monitor how suspicious indicators fluctuate. This yields an adaptive, partially labeled dataset
that practitioners can refine incrementally as new information emerges. While we do not present new quantitative
results on fraud, we review other researchers’ approaches and stress how a suspicion-oriented framework can benefit
MVNOs with limited data.

REFERENCES

[1] A. Bugajev, R. Kriauzienė and V. Chadyšas.. Realistic Data Delays and Alternative Inactivity Definitions in
Telecom Churn: Investigating Concept Drift Using a Sliding-Window Approach. Applied Sciences 15, (3):1599,
2025. https://doi.org/10.3390/app15031599
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ON THE STABILITY AND EFFICIENCY OF
HIGH-ORDER PARALLEL ALGORITHMS FOR 3D
WAVE PROBLEMS

RAIMONDAS ČIEGIS AND SHALVA AMIRANASHVILI

Vilnius Gediminas Technical University

Saulėtekio al. 11, LT-10223 Vilnius, Lithuania

E-mail: rc@vgtu.lt

Weierstrass Institute for Applied Analysis and Stochastics

Mohrenstraße 39, Berlin 10117, Germany

In this work, we investigate the stability conditions for four new high-order ADI type schemes
proposed to solve 3D wave equations with a non-constant sound speed coefficient [1; 2].

∂2u

∂t2
= c2(X)

(
∂2u

∂x2
+
∂2u

∂y2
+
∂2u

∂z2

)
+f, X := (x, y, z) ∈ Ω, t ∈ (0, T ], (1)

u(X, 0) = u0(X), ∂tu|t=0 = u1(X), X ∈ Ω=(0, L1)×(0, L2)× (0, L3), (2)

u|∂Ω = g(X, t). (3)

Here c(X) is the variable sound speed and it don’t depend explicitly on time. We assume that

0 < cm ≤ c(X) ≤ cM , for X ∈ Ω.

This analysis is mainly based on the spectral method, therefore a basic benchmark problem is
formulated with a constant sound speed coefficient. For a case of general non-constant coefficient the
stability analysis is done by using the energy method. Our main conclusion states that the selected
ADI type schemes use different factorization operators (mainly due to the need to approximate the
artificial boundary conditions on the split time levels), but the general structure of the stability
factors are similar for all schemes and thus the obtained CFL conditions are also very similar.

The second goal is to compare the accuracy and efficiency of the selected ADI solvers. This
analysis also includes parallel versions of these schemes. Two schemes are selected as the most
effective and accurate.

REFERENCES

[1] A. Zlotnik and R. Čiegis. On higher-order compact ADI schemes for the variable coefficient wave equation. Applied
Mathematics and Computation. 412, (2):126565, 2022.

[2] A. Zlotnik and R. Čiegis. On construction and properties of compact 4th order finite-difference schemes for the
variable coefficient wave equatio. J. Sci Comput. 95, (3):2–35, 2023. https://doi.org/10.1007/s10915-023-02127-3
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ERROR ESTIMATION OF THE DIFFERENCE SCHEME
FOR ELLIPTIC EQUATION WITH AN INTEGRAL
BOUNDARY CONDITION

R. ČIUPAILA1, M. SAPAGOVAS2, K. PUPALAIGĖ3, G. K. ŠALTENIENĖ1

1Department of Mathematical Modelling, Vilnius Gediminas Technical University

Saulėtekio al. 11, LT-10223 Vilnius, Lithuania
2Institute of Data Science and Digital Technologies, Vilnius University

Akademijos g. 4, LT-08412 Vilnius, Lithuania
3Department of Applied Mathematics, Kaunas University of Technology

Studentu̧ g. 50, LT-51368 Kaunas, Lithuania

E-mail: regimantas.ciupaila@vilniustech.lt

The boundary value problem for nonlinear elliptic equation with nonlocal integral condition de-
pending on two parameters ξ and γ is considered:

∂2u

∂x2
+
∂2u

∂y2
= f(x, y, u), (x, y) ∈ Ω = {0 < x < 1, 0 < y < 1},

u(x, 0) = µ1(x), u(x, 1) = µ2(x), u(0, y) = µ3(y), u(1, y) = γ

1∫
ξ

u(x, y) + µ4(y),

where γ ≥ 0, 0 ≤ ξ ≤ 1, µ1, µ2, µ3, µ4 – known sufficiently smooth functions.
It was analyzed how the variation of the parameters ξ and γ changes properties of the matrix

of corresponding difference equations system. Also, it was examined the influence of parameters ξ
and γ for the matrix of corresponding difference equation system to be M-matrix. Properties of an
M-matrix allow to estimate the error of the solution occurring from the nonlocal condition.

The main aim of investigation is to estimate the error occurring from the nonlocal condition. In
[1], based on the properties of M-matrices, a statement was proved, which is commonly referred to
as the comparison theorem in the theory of finite difference method. According to this theorem, a
majorant function can be formed and the error is estimated using this function.

Using this function and depending on the values of parameters ξ and γ it is possible to evaluate the
error of the approximate solution obtained by the finite difference method. Numerical experiment
[2] was performed in order to supplement and clarify the theoretical statements on the construction
of the majorant.

REFERENCES

[1] M. Sapagovas, O. Štikonienė, K. Jakubėlienė and R. Čiupaila. Finite difference method for boundary
value problem for nonlinear elliptic equation with nonlocal conditions. Bound. Value Probl. 94, 2019.
https://doi.org/10.1186/s13661-019-1202-4

[2] Čiupaila, M. Sapagovas, K. Pupalaigė and G. K. Šaltenienė. On Error Estimation and Convergence of the Dif-
ference Scheme for a Nonlinear Elliptic Equation with an Integral Boundary Condition. . Mathematics. 13, (5),
873, 2025. https://doi.org/10.3390/math13050873
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ERROR ANALYSIS FOR HIGHER-ORDER METHODS
FOR SUBDIFFUSION EQUATIONS ON QUASI-GRADED
MESHES

NATALIA KOPTEVA

University of Limerick

Department of Mathematics and Statistics, University of Limerick, Ireland

E-mail: natalia.kopteva@ul.ie

An initial-boundary value problem with a Caputo time derivative of fractional order α ∈ (0, 1)
is considered, solutions of which typically exhibit a singular behaviour at an initial time. I will
start with a review of [1] and [2], where we give a simple and general numerical-stability analysis
using barrier functions, which yields sharp pointwise-in-time error bounds on quasi-graded temporal
meshes with arbitrary degree of grading. This approach was initially employed in the error analysis
of the L1 method. This methodology is also generalized for semilinear fractional parabolic equations
[4].

The main focus of the talk will be on higher-order discretizations, such as the Alikhanov L2-1σ
scheme, also considered in [2], and an L2-type discretization of order 3− α in time [3]. Some more
recent results for the latter will also be presented [5]. The theoretical findings are illustrated by
numerical experiments.

REFERENCES

[1] N. Kopteva. Error analysis of the L1 method on graded and uniform meshes for a fractional-derivative problem
in two and three dimensions. Math. Comp. 88, (2):2135–2155, 2019.

[2] N. Kopteva and X. Meng. Error analysis for a fractional-derivative parabolic problem on quasi-graded meshes
using barrier functions. SIAM J. Numer. Anal. 58, 1217–1238, 2020.

[3] N. Kopteva. Error analysis of an L2-type method on graded meshes for a fractional-order parabolic problem. Math.
Comp. 90, 19–40, 2021.

[4] N. Kopteva. Error analysis for time-fractional semilinear parabolic equations using upper and lower solutions.
SIAM J. Numer. Anal. 58, 2212–2234, 2020.

[5] N. Kopteva. Error analysis of an L2-type method on graded meshes for semilinear subdiffusion equations. Appl.
Math. Lett. 160, (109306), 2025.
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CURVE ESTIMATION BY A NATURAL SPLINE BASED
ON REDUCED DATA

RYSZARD KOZERA1,2 AND MAGDALENA WILKO LAZKA3

Warsaw University of Life Sciences - SGGW1

Institute of Information Technology
The University of Western Australia2

The School of Physics, Mathematics and Computing
John Paul II Catholic University of Lublin3

Faculty of Natural Sciences

159 Nowoursynowska st., 02-776 Warsaw, Poland1

35 Stirling Highway, WA 6009, Perth, Australia2

1H Konstantynów st., 20-708 Lublin, Poland3

E-mail: ryszard kozera@sggw.edu.pl, ryszard.kozera@gmail.com, magda831@kul.edu.pl

We analyze the problem of interpolating the sequence of reduced data pointsQm = {qi}mi=0 = γ(ti)
in arbitrary Euclidean space En. Here, contrary to the classical setting (see e.g. [1]) the correspond-
ing knots Tm = {ti}mi=0 are not supplemented to Qm. In our setting, the missing interpolation knots

Tm are compensated by their substitutes T̂m = {t̂i}mi=0 (guessed from Qm) in accordance with the
so-called exponential parameterization (see e.g. [2]):

t̂0 = 0, t̂i+1 = ‖qi+1 − qi‖λ, (1)

with i = 0, . . . ,m − 1 and λ ∈ [0, 1]. In case of dense data points Qm (i.e. for m → ∞) the
convergence rates in approximating the curve γ by various fitting schemes γ̂ ∈ Ck (for k = 0, 1, 2)
(based on Qm and (1)) were studied e.g. for γ̂ representing piecewise Lagrange quadratics or cubics,
modified Hermite interpolant or complete spline (see [3; 1; 2; 6]).

In this work the asymptotics in γ estimation by a natural spline γ̂ = γ̂NS (i.e. where γ̂′′(0) =
γ̂′′(T̂ ) = ~0) in conjunction with (1) is discussed. A linear convergence rate (or a quadratic one) is
established in γ ≈ γ̂NS for λ ∈ [0, 1) (or λ = 1). The asymptotics derived is expressed in terms of
δm = maxi∈{0,...,m−1}{ti+1 − ti} and coincides with γNS ≈ γ based on non-reduced data (Tm,Qm).
Numerical tests confirm the above asymptotics and its sharpness for various 2D and 3D curves γ.
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ON EQUIVALENTS OF THE RIEMANN HYPOTHESIS
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Let s = σ + it be a complex variable. The Riemann zeta-function ζ(s), for σ > 1, is defined by

ζ(s) =

∞∑
m=1

1

ms
=
∏
p

(
1− 1

ps

)−1

,

where the infinite product is taken over all prime numbers.
Zeros of ζ(s) occupy an important place in mathematics. The zeros s = −2k, k ∈ N, are called

trivial. Moreover, ζ(s) has infinitely many non-trivial zeros lying in the strip {s ∈ C : 0 < σ < 1}.
The Riemann hypothesis (RH) states (1859) that all non-trivial zeros of ζ(s) are on the line σ = 1/2,
or equivalently, that ζ(s) 6= 0 for σ > 1/2. The RH is the eight Hilbert problem (1900), and is among
the most important seven Millennium problems of mathematics.

There are many various equivalents of RH. In the report, we propose some equivalents in terms
of self approximation.

Let Γ(s) denote the Euler gamma-function, and θ(t) be the increment of the argument of the
function πs/2Γ(s/2) along the segment connecting the points s = 1/2 and s = 1/2 + it. Then the
equation

θ(t) = π(k − 1), k ∈ N,

has the unique solution tk called the Gram point.
Let D = {s ∈ C : 1/2 < σ < 1}, and K be the class of compact subsets of D with connected

complements.

Theorem 1. The RH is equivalent to each of the assertions:
1◦ For every K ∈ K and ε > 0,

lim inf
N→∞

1

N
#

{
1 6 k 6 N : sup

s∈K
|ζ(s+ itk)− ζ(s)| < ε

}
> 0.

2◦ For every K ∈ K, the limit

lim
N→∞

1

N
#

{
1 6 k 6 N : sup

s∈K
|ζ(s+ itk)− ζ(s)| < ε

}

exists and is positive for all but at most countably many ε > 0.
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MATHEMATICAL ANALYSIS OF WASTE REDUCTION
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Saulėtekio al. 11, LT-10223 Vilnius, Lithuania

E-mail: terese.leonaviciene@vilniustech.lt

The generation and management of municipal waste and the recycling of waste and bio-waste
are relevant parameters in EU countries. These parameters contribute to the overall well-being
and sustainability of the environment. In order to understand and analyze the situation of waste
management in 27 EU countries we used well known clustering methods. We analyzed data related to
municipal waste, waste recycling and biowaste recycling in the EU countries, collected between 2000
and 2021. Calculations were made using the R Statistical Software [1]. All countries were grouped
in several clusters [2] using Partitioning Around Medoids (PAM) algorithm. The agglomerative
clustering methods were used for the better understanding of clusters formation and the countries
forming clusters were compared using the nonparametric Kruskal-Wallis test. During the research
process we also payed attention to the influence of outliers. The analysis showed that five EU
countries (Austria, Denmark, Germany, Luxembourg, and the Netherlands) are always grouped
into the same cluster based on the three waste variables examined. Such compliance requires
uniform waste management practices or similar waste properties in these countries. Since all three
variables are correlated with each other and the correlations are not weak, we used factor analysis
[3], which allows us to identify hidden variables and to determine the main components. After
principal component analysis (PCA) it was concluded that two factors describe the countries quite
well. They describe the municipal waste very well (explain more than 90% of the variation) and
part of the variation in both recycling of waste and bio-waste. To better identify factors, we use
factor rotation. After rotation both factors explain 95 percent of common variable variations. The
performed data analysis implies a general trend that the studied countries are actually separated
from each other, either by a single “waste” factor that includes municipal waste or a “recycling”
factor that includes recycling of waste and bio-waste.
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In [1], we began to characterize the asymptotic behaviour of the Epstein zeta-function ζ(s;Q)
using the Bohr-Jessen method [2] and techniques developed by Antanas Laurinčikas [3].

Let Q be a positive definite quadratic n×n matrix and Q[x] = xTQx for x ∈ Zn. The Epstein zeta-
function ζ(s;Q), where s = σ+ it, is defined by the series ζ(s;Q) =

∑
x∈Zn\{0}(Q[x])−s, for σ > n

2 ,
and can be continued analytically to the whole complex plane, except for a simple pole at s = n

2 ,

with residue πn/2

Γ(n/2)
√

detQ
. In fact, the function ζ(s;Q) represents a class of Dirichlet series depending

on the matrix Q. This class is quite general and provides meaningful results. In [1], we have proved
that, on (C,B(C)), there exists an explicitly given probability measure PQ,σ such that, for even
n ≥ 4, Q[x] ∈ Z, and σ > n−1

2 , the limit measure 1
T meas

{
t ∈ [0, T ] : ζ(σ + it;Q) ∈ A

}
, A ∈ B(C),

converges weakly to PQ,σ as T →∞. Here meas{A} denotes the Lebesgue measure of a measurable
set A ⊂ R, and B(C) is the Borel σ-field of the space C.

A joint limit theorem for a collection of the Epstein zeta-functions has been obtained in [4].
For j = 1, . . . , r, let Qj denote a positive definite quadratic nj × nj matrix, and ζ(sj ;Qj) be
the corresponding Epstein zeta-function. Denote by s = (s1, . . . , sr), Q = (Q1, . . . , Qr) and

ζ(s;Q) = (ζ(s1;Q1), . . . , ζ(sr;Qr)). Thus, in [4], we showed that for fixed σj >
nj−1

2 , j = 1, . . . , r,

1
T meas

{
t ∈ [0, T ] : ζ(σ + it;Q) ∈ A

}
, A ∈ B(Cr), converges weakly to an explicitly given probabil-

ity measure as T →∞.
This talk focuses on a generalization of the mentioned result. We will discuss the weak convergence

of
1

T
meas

{
t ∈ [T, 2T ] : ζ(σ + iϕ(t);Q) ∈ A

}
, A ∈ B(Cr),

for ϕ(t) =
(
ϕ1(t), . . . , ϕr(t)

)
, where the functions ϕ1(t), . . . , ϕr(t) are increasing to +∞, have mono-

tonic derivatives ϕ′j(t) satisfying ϕj(t)� tϕ′j(t), and ϕ′j(t) = o(ϕ′j+1(t)) as t→∞.
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[3] A. Laurinčikas. Limit Theorems for the Riemann Zeta-Function. Kluwer, Dordrecht, 1996.
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ON MULTI-SCALE MODELLING AND
DECOMPOSITION TECHNIQUES FOR
AUTO-IGNITION IN BIOMASS FLOW SYSTEMS
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Raiņa bulvāris 29, R̄ıga, LV-1459, Latvija1

Jelgavas iela 3, R̄ıga, LV-1004, Latvija2

E-mail: maksims.marinaki@lu.lv

E-mail: uldis.strautins@lu.lv

The prevention of auto-ignition in biomass storage and processing environments is a critical
challenge due to the risk of thermal runaway initiated by particle deposition and chemical reactivity.
We propose a modelling framework that integrates fluid flow, particle transport, heat generation,
and combustion kinetics.

In our approach, biomass particles are tracked individually in a Lagrangian fashion within a
precomputed velocity field [1]. Upon collision with obstacles or other particles, they become immo-
bilized, forming localized deposition sites. Each deposition triggers a local heat pulse, and repeated
collisions within short time intervals can lead to thermal build-up.

The evolution of temperature and species concentrations (e.g., CH4, O2, CO2) is governed by a
coupled system:

ρcp
DT

Dt
= ∇ · (k∇T ) +

∑
i

(−∆Hiω̇i),
DCi
Dt

= ∇ · (Di∇Ci) + ω̇i

with Arrhenius-type reaction rates [2].
To reduce computational cost, we implement a modular decomposition: (i) Eulerian fluid flow

computation, (ii) Lagrangian particle tracking and deposition registration, (iii) localized ignition
modelling by ODEs, and (iv) an artificial diffusion module to emulate spatial heat propagation and
interaction between deposition zones.

Since there’s an uncertainty in obstacle layouts and particle initialization, we also discuss some
model reduction strategies, such as PGD or PGD–NN hybrid [3], providing mechanisms for faster
auto-ignition prediction.
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MODELLING MHD FLOW IN A THICK-WALLED PIPE
SUBJECT TO ORIENTED MAGNETIC FIELDS
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The present paper considers the flow of an electrically conducting fluid through a thick-walled pipe
under arbitrarily oriented applied magnetic fields. The nondimensional steady magnetohyrodynamic
(MHD) flow equations, [1] are of convection-diffusion type and form a coupled system of velocity
(V ) and magnetic field (B) variables inside the pipe. Besides, since the pipe wall thickness is not
neglected in this work, a new equation arises to model the magnetic field effect on the solid boundary
of the pipe. This causes additional unknowns and a two layered fluid-wall problem domain with a
fluid to solid transition interface. Thus, uncoupling the resulting system becomes more difficult and
even if it is succeeded still the boundary conditions remain coupled.

In this study, a semi analytic boundary element method (BEM) is derived newly for the solution
of the system through (1)-(2) given in [2].

∇2V +ReRh

(
∂B1

∂x
sinα+

∂B1

∂y
cosα

)
= −1

∇2B1 +Rm1

(
∂V

∂x
sinα+

∂V

∂y
cosα

)
= 0

 in Ω1 and ∇2B2 = 0 in Ω2 (1)

together with the hydrodynamic and the electromagnetic boundary conditions below

V = 0, B1 = B2, Rm2

∂B1

∂n
= Rm1

∂B2

∂n
on Γ1 and B2 = 0 on Γ2 (2)

where Ω1 and Ω2 are the fluid and wall regions, respectively with the inner and outer boundaries Γ1

and Γ2. The angle α denotes the orientation of the external magnetic field. With the new approach,
the equations are treated as a whole without the need of a decoupling procedure. The existing
fundamental solution for the coupled convection-diffusion type MHD equations in [3] is utilized and
so the convection-dominance is preserved. Moreover, the coupled boundary conditions are imbedded
analytically in a novel way and a square system is finally derived. A detailed numerical assessment is
performed to observe the effect of the orientation angle and pipe wall thickness. The computational
results show the hydromagnetic characteristics of the flow very well.
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Fractional calculus, with its inherent memory-preserving properties, has offered profound in-
sights into the behavior of nonlinear discrete systems. This study explores how the introduction
of fractional derivatives—specifically in the Caputo sense—reshapes the complexity and dynamical
structure of the standard map, a foundational system in chaos theory.

The first part of this investigation is centered on the scalar Caputo fractional standard map,
where the fractionality parameter α ∈ (1, 2] directly influences the system’s transition from order
to chaos. As α approaches 1, the system exhibits intricate Arnold tongue patterns, reflecting a rich
tapestry of bifurcations and resonances [1].

To analyze this transition, we adopt the Wada index, a measure originally developed to classify
the interwoven structure of basins of attraction [2]. In addition, a novel complexity parameter
is introduced to quantify the degree of unpredictability of the system. Both measures provide
complementary perspectives: while the Wada index captures topological intricacy, the complexity
parameter reflects the dynamical variability of the trajectories. These tools reveal a nuanced de-
pendence on the fractionality parameter, where lower values of α lead to increased complexity and
intricate basin structures.

Building on these insights, the work is extended into a higher-dimensional context by replacing
scalar iterative variables with matrix-valued variables, thus defining the Caputo fractional stan-
dard map of matrices [3]. This extension opens a new avenue in the analysis of multidimensional
fractional systems, specifically focusing on nilpotent matrices, which induce finite-time or even ex-
plosive divergence. The divergence behavior is not just a continuation of scalar dynamics but rather
a fundamental shift that results in the formation of Arnold tongues of divergence.

The present study bridges the scalar and matrix realms of fractional maps, illuminating how
memory and algebraic structure intertwine to give rise to rich dynamical behavior in both theoretical
and applied contexts.
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We consider the problem on the spectrum of diffusion operator in a domain containing thin tubes
with Neumann boundary condition on the lateral boundary of tubes. The problem is approximated
by a spectral problem of hybrid dimension, where the tubes are replaced by one-dimensional seg-
ments with one-dimensional diffusion operator on these segments. The junction conditions on the
interfaces of 1D and 3D parts of the domain are : pointwise continuity of the flux and continuity in
average of the eigenfunctions, so that it can be discontinuous. The error estimates are proved for
the difference of the eigenvalues of the original and approximate problems. The presented results
are obtained in collaboration with A.Amosov, D. Gomez, and M.E. Perez-Martinez.
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F 0-transform and F 1-transform [2; 3] are powerful methods of fuzzy modeling for approximate
functions from L2. There applications are very wide in many fields such as: time series, neural
network, etc. Based on the preceding analysis [4], we employ the F 0-transform and F 1-transform
to compute approximate solutions for the weakly singular Volterra integral equation (1).

The general form of the Volterra integral equation of the second kind is:

y(t) =

∫ t

0

K(t, s)y(s)ds+ g(t), t ∈ [0, 1], (1)

where K : [0, 1] × [0, 1] → R is a given kernel, g, y are given source and unknown functions,
respectively, both mapping [0, 1] to R. The equation (1) is “weakly singular” if the only propery of
its kernel K is absolute integrability with respect to s, i.e.

sup
t∈[0,1]

∫ 1

0

|K(t, s)|ds <∞. (2)

Following [1], we consider the class Sm,ν of kernels defined as functions that are m-times contin-
uously differentiable (m ≥ 0) on [0, 1]× [0, 1] without the diagonal, and satisfy∣∣∣∣∣

(
∂

∂t

)k
K(t, s)

∣∣∣∣∣ ≤ cK,m|t− s|−k−ν , 0 ≤ k ≤ m,

where 0 < ν < 1. The kernels from Sm,ν satisfy (2) and hence they are weakly singular.
In our contribution, we will use the weakly singular kernels from S1,ν . It is known [1] that for

all kernels from S1,ν and all source functions g ∈ C[0, 1], the equation 1 has a unique solution in
C[0, 1], and if g ∈ C1,ν(0, 1] and a solution u ∈ C[0, 1] is unique, then u ∈ C1,ν(0, 1] (Here C1,ν(0, 1]
is a weighted space of function from C1(0, 1], [1]). Since analytical solutions are rarely available
for such problems, developing numerical methods becomes essential. Our approach applies the F 0-
transform (F 1-transform) to the weakly singular Volterra operator in (1), yielding an operational
matrix representation. As a result, the entire equation can be reduced to the system of linear age-
braic equations with an invertible matrix. The resulting numerical scheme is both computationally
efficient and inexpensive to implement. We provide rigorous theoretical support for this method,
including: proof of convergence, computational complexity estimates, a discussion of connections to
the Galerkin method.

Acknowledgement: This work was partially supported by the project 24-10177L, GACR (LA
granty) Fractional and fuzzy-fractional transport in disordered environments“
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The swinging Atwood machine under consideration is a conservative mechanical system with two
degrees of freedom and its equations of motion may be written in the form

rϕ̈ = − sinϕ− 2ṙϕ̇, (2 + ε)r̈ = −ε− (1− cosϕ) + rϕ̇2. (1)

Here the variables r, ϕ describe geometrical configuration of the system, and parameter ε = (m2 −
m1)/m1 determines a difference of two masses m1 ≤ m2 attached to opposite ends of a massless
inextensible thread (see [1]).

Note that differential equations (1) are essentially nonlinear and their solution cannot be written
in symbolic form, in general. Numerical analysis of the system shows that it may demonstrate
different kinds of motion. In particular, one can choose such initial conditions that motion of the
system is periodic (see [2]). The corresponding solution to (1) can be represented in the form of
power series in terms of small parameter ε

ϕ(t) =
√
ε

(
2 sin(ωt) +

53ε

192
sin(3ωt) +

ε2

81920

(
14795 sin(ωt)− 8495 sin(3ωt) + 5813 sin(5ωt)

))
,

r(t) = 1 +
3ε

8
(1− cos(2ωt)) +

ε2

2048

(
69 + 36 cos(2ωt)− 105 cos(4ωt)

)
,

ω = 1− 5ε

32
+

35ε2

1024
− 867ε3

131072
. (2)

In the case of equal masses (ε = 0) solution (2) degenerates into equilibrium position of the system
ϕ = 0, r = 1 that is unstable. As for ε > 0 the system has no equilibrium state, the periodic motion
described by solution (2) may be considered as a state of its dynamic equilibrium. An interesting
peculiarity of this state is that owing to oscillations the smaller mass m1 can counterweight the
larger mass m2 what is not possible in the absence of oscillations. In the present talk, we show that
small perturbations of the initial conditions determining the periodic solution (2) lead only to small
oscillations of the system near equilibrium. It gives an example of mechanical system, where the
state of dynamical equilibrium is stabilized by means of oscillations.
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We construct finite difference method for nonlinear two-dimensional parabolic equation

∂u

∂t
=
∂2u

∂x2
+
∂2u

∂y2
+ f(u) + p(x, y, t) (1)

in the rectangular domain (x, y) ∈ Ω = {0 < x < 1, 0 < y < 1} and t ∈ (0, T ] with local and
nonlocal boundary conditions

u(1, y, t) = γu(0, y, t), (2)

∂u(1, y, t)

∂x
= 0, (3)

with Dirichlet type nonlocal boundary conditions

u(x, 0, t) = µ1(x, t), (4)

u(x, 1, t) = µ2(x, t) (5)

and with initial condition

u(x, y, 0) = φ(x, y). (6)

We construct and anlyze the bacward Euler difference scheme. For the analysis of the spectrum
structure of the difference operator an M-matrix theory is used. Using this approach, the stability
and convergence of the difference scheme in the maximum norm are proven. we present some new
conclusions in the new approach.
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MODELING AND ANALYSIS OF NONLINEAR
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Many dynamical semiconductor laser models can be formally written as

d

dt
Ψ = H(β) Ψ + Fsp,

d

dt
N = N (N, |Ψ|2), β = β0 + δβ(N, |Ψ|2),

where Ψ and N represent slowly varying complex optical field amplitudes and carrier density, respec-
tively. The function N describes the evolution of carriers, while H is an optical field operator, which
may include time delays (as in Lang-Kobayashi-type models) or spatial derivatives (as in Traveling
Wave models). At each time instant, the propagation factor β and operator H(β) define a set of
optical modes [Θ,Ω], where Θ and Ω are the eigenfunctions and complex eigenfrequencies, respec-
tively [1]. These modes can be utilized to find steady states where =Ω(β) vanishes [2], decompose
the calculated optical field into modal components [1; 3], or construct reduced mode approximation
systems of ODEs [4], relying on the evolution of only a few mode amplitudes:

iΩΘ = H(β) Θ ⇒ Ψ(t) =
∑

j
fj(t)Θj(β) ⇒ d

dt
fk = iΩk(β)fk −

∑
l
Kk,l(β)fl + ζ(k)

sp .

Calculating the modes [1; 5], finding steady states [2] and tracing them as parameters are tuned
[6], analyzing time-frequency representations accessible via mode expansion of the fields [3], and
examining the reduced mode approximation systems [4], along with direct simulations of the original
model equations, have proven to be powerful methods. These approaches provide deep insights into
the dynamics of laser devices and aid in designing novel laser systems. In this talk, the advantages
of mode analysis will be illustrated with examples from recent studies on external feedback [3] and
photonic crystal surface-emitting semiconductor lasers [5].
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The governing iterative model of the fractional difference maps reads [1]:

xk = x0 +
1

Γ(ν)

k∑
j=1

Γ(k − j + ν)

Γ(k − j + 1)
(f(xk−j)− xk−j) (1)

where k = 1, 2, ...; Γ is the Gamma function; ν is the order of the fractional derivative usually
assumed 0 < ν ≤ 1; f is the kernel corresponding to the mapping function of the non-fractional
counterpart system.

Although it is well known that periodic orbits of fractional difference maps do not exist [2], this
talk delves into two important aspects of period-1 orbits of fractional difference maps.

The first aspect is related to the properties of the unstable fixed points in the fractional differ-
ence maps [3]. Analytical and computational techniques are used to deduce whether a finite-time
stabilization of the unstable fixed point is due to inherent physical properties of the system or a
computational artifact caused by the finite precision.

The second aspect is related to the continuous adaptive stabilization of unstable orbits of fractional
difference maps [4]. An impulse-based control technique without short oscillatory transients right
after the control impulse is designed for the fractional difference maps with a long memory horizon.
It is demonstrated that the coordinate of the unstable period-1 orbit may drift due to the continuous
application of the impulse-based control scheme. An adaptive scheme capable of tracking the drifting
coordinate of the unstable period-1 orbit is designed and validated by a number of computational
experiments.
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The Wilson–Cowan system was primarily invented to study two interacting populations of neu-
rons. Its simplified version 

x′1 =
1

1 + e−µ1 (w11x1+w12x2−θ1)
− v1x1,

x′2 =
1

1 + e−µ2 (w21x1+w22x2−θ2)
− v2x2

(1)

is known to have rich dynamics. The higher dimensional versions of the system (1) were adapted
to model genetic networks, and similar networks in other fields. The three-dimensional version of
system (1) contains 18 parameter and the number of parameters increases along with the dimension-
ality. The central point in the study of this system is to gather information about attractors in the
phase space. The dynamics of solutions and evolution of the system heavily depend on the number,
locations, and properties of attractors. In the proposed talk recent contributions to the theory are
reported concerning types, properties and forms of attractors in three-dimensional version of the
system (1). In particular, a collection of attractors of different shapes is presented.

REFERENCES

[1] H.R. Wilson and J.D. Cowan. Excitatory and inhibitory interactions in localized populations of model neurons.
Biophys J. 12, (1), 1–24, 1972.

[2] O. Kozlovska and F. Sadyrbaev. In Search of Chaos in Genetic Systems. Chaos Theory and Applications. 6, (1),
13–18, 2024.

[3] F. Sadyrbaev and V. Sengileyev. Networks with Periodic Interactions. WSEAS Transactions on Circuits and
Systems. 24, 51–58, 2025.

23



Abstracts of MMA2025, May 26 - May 29, 2025, Druskininkai, Lithuania

© VILNIUS TECH, 2025
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Let s = σ + it be a complex variable, and a = {am;m ∈ N} be a periodic sequence of complex
numbers with minimal period q ∈ N. The periodic zeta-function ζ(s; a), for σ > 1, is defined by the
Dirichlet series

ζ(s; a) =

∞∑
m=1

am
ms

.

Moreover, ζ(s; a) has analytic continuation to the whole complex plane, except for the point s = 1

which is a simple pole with residue r
def
= 1

q

∑q
m=1 am. If r = 0, then ζ(s; a) is an entire function.

Let D = {s ∈ C : 1/2 < σ < 1}. It is known that, under certain conditions on sequence a, the
shifts ζ(s+ iτ ; a), τ ∈ R, approximate wide classes of analytic functions defined in the strip D, see
[1; 2; 3]. It is proved that the set of approximating shifts has a positive lower density in the intervals
of length T as T →∞.

In the report, we propose a certain improvement of approximation by shifts ζ(s+ iτ ; a), i. e., we
consider approximation in interval [T, T +H] with H = o(T ) as T →∞.

Denote by H(D) the space of analytic on D functions endowed with the topology of uniform
convergence on compacta, and by measA the Lebesgue measure of a set A ⊂ R. Then the following
statement is valid.

Theorem 2. Suppose that T 27/82 6 H 6 T 1/2. Then there exists a non-empty closed set Fa ⊂ H(D)
such that, for every compact set K ⊂ D, function f(s) ∈ Fa and ε > 0,

lim inf
T→∞

1

H
meas

{
τ ∈ [T, T +H] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

}
> 0.

Moreover, “lim inf” can be replaced by “lim” for all but at most countably many ε > 0.
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In recent years, deep neural networks have demonstrated remarkable success in such diverse fields
as computer vision, natural language processing, game theory, revolutionizing approaches to cat-
egorization, pattern recognition, and regression tasks. Among recent developments in scientific
machine learning, Physics-Informed Neural Networks (PINNs) have emerged as a powerful frame-
work for solving ordinary and partial differential equations using sparse data.

Since their introduction in 2017 [1], significant progress has been made in optimizing PINNs
through advancements in network architectures, adaptive refinement, domain decomposition, and
adaptive activation functions. A notable innovation is the Physics-Informed Kolmogorov-Arnold
Networks (PIKANs) [2], which build on Kolmogorov’s representation theory to offer an alternative
to conventional PINNs.

In this presentation, we discuss recent PINN advancements, focusing on architectural improve-
ments, feature expansion, optimization strategies, uncertainty quantification, and theoretical foun-
dations. We also examine existing computational frameworks and software tools [3] solving several
problems from fluid mechanics and chemical engineering.
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We uses the finite difference method for elliptic problems with nonlocal boundary conditions.
We study the case where the matrix of the resulting system of linear equations is an M -matrix.
We present the main properties of monotone matrices and of M -matrices. The finite difference
method is considered for the two-dimensional Poisson equation with Dirichlet boundary condition,
for the same one-dimensional problem with two integral conditions. Sufficient conditions for the
problem to be described by an M -matrix or a monotone matrix is formulated using parameters of
nonlocal boundary conditions. Another types of nonlocal boundary conditions are investigated in
one-dimensional case.
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OLGA ŠTIKONIENĖ , ARTŪRAS ŠTIKONAS and ABDALAZIZ BAKHIT

Institute of Applied Mathematics, Vilnius University

Naugarduko 24, LT-03225, Vilnius, Lithuania

E-mail: olga.stikoniene@mif.vu.lt; arturas.stikonas@mif.vu.lt

E-mail: abdalaziz.bakhit@mif.stud.vu.lt

We consider the Poisson equation with nonlocal boundary condition involving multiple integral:

L(u) := −∂
2u

∂x2
− ∂2u

∂y2
= f(x, y), (x, y) ∈ Ω ⊂ R2, (1)

u(x, y) =

∫
Ω

k(x, y, ξ, η)u(ξ, η)dξdη + g(x, y), (x, y) ∈ ∂Ω, (2)

where Ω := Ωx × Ωy, Ωx := {x : 0 < x < a}, Ωy := {y : 0 < y < b} [2]. We will assume that the
function k satisfies the condition

∫
Ω
|k(x, y, ξ, η)|dξdη ≤ % < 1. The finite difference method for the

linear two-dimensional parabolic equation with the boundary condition (2) in the square domain
Ω = [0, 1]2 was studied in [1].

Let us write the finite-difference scheme (FDS) for problem (1)–(2):

Lh(U) : = −δ2
xU − δ2

yU = F, (xi, yj) ∈ ωh,
Uij = [Kij , U ]tr +Gij , (xi, yj) ∈ ∂ωh,

and we use two-dimensional trapezoidal rule [Kij , U ]tr, where Klm
ij = k(xi, yj , xl, ym), (xi, yj) ∈ ∂ωh,

(xl, ym) ∈ ωh for approximation of integral in boundary condition. We suppose that

max
xij∈∂ωh

[|Kij |, 1]tr ≤ ρ < 1.

The main aims of our study are the investigation of FDS for various cases of kernel K. The main
difficulty of this problem is that in the non-classical case we cannot use the method of separation
of variables and decompose the problem into one-dimensional problems.
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Virtual Machine (VM) placement balancing refers to the process of efficiently distributing VMs
across the available physical hosts (servers) in a virtualized infrastructure. The goal is to ensure opti-
mal resource utilization, reduce potential bottlenecks, and maintain system stability while adhering
to constraints such as CPU, memory, storage, network performance, and power consumption.

Overbooking is a resource management strategy used in cloud computing where a cloud provider
allocates more virtual resources (such as CPU, memory, or network bandwidth) to virtual machines
(VMs) than the actual physical capacity available on the host.

VM placement balancing involves solving complex optimization problems, often modeled as bin-
packing scenarios, which are NP-hard. This complexity makes it difficult to develop algorithms
that can find optimal solutions in real time, especially as the scale of data centers increases [1].
Moreover, cloud environments experience fluctuating workloads, with VMs frequently changing
resource demands or migrating between physical machines. This dynamism requires continuous
monitoring and real-time adjustments to maintain optimal resource utilization and performance [2].
The presence of the overbooking factor significantly complicates the load balancing process. In this
presentation, we will examine the modeling of the overbooking effect.

The most common method for addressing the VM placement balancing problem is heuristic-based.
These solutions usually rely on a limited set of input parameters, chosen to suit the specific objective
function. In this presentation, we discuss the importance of selecting appropriate input parameters
for a properly defined objective function. Using synthetic data, we highlight several limitations of
some VM placement balancing methods and suggest possible improvements. All experiments were
conducted using the CloudSim framework, which ensures repeatable and predictable results [3].

REFERENCES

[1] M. Xu, W. Tian and R. Buyya. A survey on load balancing algorithms for virtual machines placement in cloud
computing. Concurrency and Computation: Practice and Experience (CCPE). 29, e4123, 2017.

[2] Rui Li, Qinghua Zheng, Xiuqi Li and Zheng Yan. Multi-objective optimization for rebalancing virtual machine
placement. Future Generation Computer Systems. 24, 824–842, 2020.

[3] Beloglazov A. and Buyya R.. Optimal Online Deterministic Algorithms and Adaptive Heuristics for Energy and
Performance Efficient Dynamic Consolidation of Virtual Machines in Cloud Data Centers”. Concurrency and
Computation: Practice and Experience (CCPE). 105, 1397–1420, 2012.

28



Abstracts of MMA2025, May 26 - May 29, 2025, Druskininkai, Lithuania

© VILNIUS TECH, 2025

OPERATOR-BASED APPROACH FOR SOLVING
CAPUTO FRACTIONAL DIFFERENTIAL EQUATIONS
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Fractional differential equations (FDEs) are increasingly vital for modeling complex systems with
memory effects across diverse scientific fields [1]. This study presents a novel operator-based method-
ology designed to construct solutions to Caputo-type FDEs involving the operator (CD(1/n))k. This
approach generalizes previous techniques presented by the authors that were limited to simpler
fractional operator structures, such as the k = 1 case [2].

The core of the proposed framework relies on fractional power series representations of solutions.
It is demonstrated that an initial FDE of the form(

CD(1/n)
)k
y = F (x, y) (1)

can be transformed into a related, higher-order FDE:(
CD(1/n)

)kn
y = G(x, y) + u(n)

y (x), (2)

where the function G and the additional fractional power series term u
(n)
y (x) are derived from

F (x, y) and the initial conditions. A key result is that the obtained FDE of type (CD(1/n))kn can
subsequently be reduced to a k-th order ordinary differential equation (ODE) by employing the
nonlinear variable substitution t = n

√
x:

dkŷ

dtk
= H

(
t, ŷ,

dŷ

dt
, ...,

dk−1ŷ

dtk−1

)
, where y(x) = ŷ( n

√
x). (3)

This transformation recasts the fractional problem into the domain of ODEs, allowing the applica-
tion of well-established analytical or numerical techniques for ODEs. The effectiveness and validity
of this operator-based approach are illustrated through application to a fractional Riccati-type dif-
ferential equation.
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We consider the following system of linear fractional differential equations:

(Dα
Capyi)(t) +

n∑
j=1

aij(t)yj(t) = fi(t), 0 ≤ t ≤ 1, i = 1, . . . , n, n ∈ N := {1, 2, . . .}, (1)

yi(0) = y0i, y0i ∈ R := (−∞,∞), i = 1, . . . , n, (2)

where 0 < α < 1 and Dα
Capy is the α-order Caputo fractional derivative of a function y = y(t). By

assuming that the functions aij , fi are continuous, that is, aij , fj ∈ C[0, 1] for i, j = 1, . . . , n, we
can show that the problem (1)-(2) possesses a unique solution (y1, . . . , yn) such that yi ∈ C[0, 1],
Dα
Capyi ∈ C[0, 1], i = 1, . . . , n. Counterintuitively, however, higher smoothness assumptions on

aij , fi are not sufficient to guarantee the smoothness of the exact solution. More precisely, it can be
shown that, for aij , fi ∈ Cq[0, 1] (q ∈ N), in general no more than yi ∈ Cq,1−α(0, 1] can hold. Here,
by Cq,µ(0, 1] (q ∈ N, 0 < µ < 1) we denote the set of functions y ∈ C[0, 1] ∩ Cq(0, 1] such that

|y(k)(t)| ≤ c t1−µ−k, 0 < t ≤ 1, k = 1, . . . , q,

where c is a positive constant independent of t. Singular behaviour of the exact solution near the
origin is therefore expected for fractional differential equations, and necessitates careful consideration
when constructing numerical methods for their solution.

In this contribution we propose a high-order method for solving (1)-(2) based on improving the
boundary behavior of the exact solution with the help of a smoothing transformation, and on
central part interpolation by polynomial splines on the uniform grid. The central part interpolation
approach has previously been used for solving scalar linear fractional differential equations [2] and
has shown accuracy and numerical stability advantages compared to more typical spline collocation
methods, including collocation at Chebyshev points [3]. We apply this approach for solving (1)-(2)
and derive global error estimates for the approximate solution analogously to [2].
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BINGELĖ K., 5
BUGAJEV A., 6
BURINSKIENĖ A., 12
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LAURINČIKAS A., 11
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ŠALTENIENĖ G.K., 8
SAPAGOVAS M., 8, 26
SENGILEYEV V., 23
ŠIAUČIŪNAS D., 24
SMIDTAITE R., 16
STARIKOVIČIUS V., 25
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